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Abstract:
Let there be \( m \) parallel machines and \( n \) jobs, where a job \( j \) can be scheduled on machine \( i \) to take \( p_{i,j} \in \mathbb{Z}^+ \) time units. The makespan \( C_{\text{max}} \) is the completion time of a machine that finishes last. The goal is to produce a schedule with all \( n \) jobs that has minimum makespan. This is the makespan problem on unrelated parallel machines, denoted as \( R|\cdot|C_{\text{max}} \). Assume \( p, q \in \mathbb{Z}^+ \) are constants, let \( A(p, q) = \{ a \in \mathbb{Z}^+ | p \leq a \leq q \} \).

We explore a general \( \text{NP} \)-hard subclass of \( R|\cdot|C_{\text{max}} \) when processing times are between \( p \) and \( q \) inclusive or \( p_{i,j} = \infty \) abbreviated as \( R|p_{i,j} \in A(p, q) \cup \{ \infty \}|C_{\text{max}} \), where \( p_{i,j} = \infty \) means job \( j \) cannot be scheduled to machine \( i \). We give a \((q/p)\)-approximation algorithm for \( R|p_{i,j} \in A(p, q) \cup \{ \infty \}|C_{\text{max}} \). As a consequence, we obtain a 2-approximation algorithm for the \( \text{NP} \)-hard subclass \( R|\cdot|C_{\text{max}} \) with job lengths 1, 2, or \( p_{i,j} = \infty \).

In addition, we prove \( R|\cdot|C_{\text{max}} \) with job lengths 1, 2, and 3 is \( \text{NP} \)-hard, and present a \( 3/2 \)-approximation algorithm for this subclass of \( R|\cdot|C_{\text{max}} \).
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1. Introduction

Suppose there are \( m \) parallel machines and \( n \) jobs to be scheduled non-preemptively. A job \( j \) scheduled on machine \( i \) takes \( p_{i,j} \) time units to complete, where \( 1 \leq i \leq m \) and \( 1 \leq j \leq n \). For a given schedule, the makespan is the completion time of a machine that finishes last. The goal is to produce a schedule of all \( n \) jobs with minimum makespan. This general scheduling problem is called the makespan problem on unrelated parallel machines, which is represented by the Graham notation (see Graham et al. [1]) as \( R|\cdot|C_{\text{max}} \).

An instance of the makespan problem on UPMs is given by a \( m \times n \) matrix \( P = (p_{i,j}) \) called a processing requirement matrix, the number of UPMs \( m \), and the number of jobs \( n \). For a processing requirement matrix \( P \), we denote the optimal makespan as \( \text{OPT}(P) \). As shorthand, we write \( p_{i,j} = \infty \) if job \( j \) takes too long to be processed by machine \( i \)—restricting jobs to be assigned only to certain machines. Assume without loss of generality that for any processing requirement matrix \( P \) that for every column \( j \) there exists a row \( i \), such that \( p_{i,j} \neq \infty \). Any processing requirement matrix \( P \) that does not satisfy this assumption contains jobs that cannot be scheduled on any machine. Since the order jobs are assigned to machines does not matter under this model of scheduling, a schedule can be represented as a 0-1 \( m \times n \) matrix \( X = (x_{i,j}) \) we will call an assignment matrix. We say \( x_{i,j} = 1 \) if job \( j \) is scheduled
on machine \( i \), and \( x_{i,j} = 0 \) otherwise.

The scheduling problem \(|R|C_{\text{max}}\) is NP-hard, because a special case, the makespan problem on identical parallel machines (i.e., \(|P|C_{\text{max}}\)) when \( m = 2 \) is NP-hard [2]. Under the assumption that \( P \neq \text{NP} \), researchers seek polynomial-time algorithms that guarantee feasible solutions whose objective value is always within a factor \( k \) of the optimal objective value. If a polynomial-time algorithm has such a factor \( k \) often called its approximation factor, then we call it a \( k \)-approximation algorithm. Note that an approximation factor is a relative performance guarantee. If a polynomial-time algorithm has instead an absolute performance guarantee \( k \) with respect to the optimal objective value, we call it a \( k \)-absolute approximation algorithm.

Approximation algorithms for \(|R|C_{\text{max}}\) have been presented over the years [3, 4], but in 1990, Lenstra et al. [5] gave the first 2-approximation algorithm for \(|R|C_{\text{max}}\). Their algorithm uses linear programming to obtain a fractional feasible schedule, then rounds all remaining fractional jobs by finding a matching. In addition, the authors showed a hardness of approximation result that says there is no \( p \)-approximation algorithm for any \( p < 3/2 \), unless \( P = \text{NP} \). Later Shchepin and Vakhania [6] gave an approximation algorithm that also uses linear programming, but a more refined rounding scheme to obtain an approximation factor of \((2 - 1/m)\). Most recently, Gairing et al. [7] showed that finding a feasible fractional schedule with linear programming and performing a rounding can instead be done with generalized network flows, and presented a more efficient 2-approximation algorithm for \(|R|C_{\text{max}}\).

In response to the best known approximation factor of two for \(|R|C_{\text{max}}\), some researchers consider NP-hard subclasses or special cases of \(|R|C_{\text{max}}\) in order to devise a \( p \)-approximation algorithm with \( p \leq 2 \). Two examples are the 1.9412-approximation algorithm for identical parallel machines with restricted assignments (i.e., \(|R|p_{i,j} \in \{p_j, \infty\}C_{\text{max}}\)) presented by Svensson [8], and the 1.75-approximation algorithm by Ebenlendr et al. [9, 10] for a subclass of \(|R|C_{\text{max}}\) called graph balancing, which is \(|R|p_{i,j} \in \{p_j, \infty\}C_{\text{max}}\) with the restriction that at most two entries satisfy \( p_{i,j} \neq \infty \) in each column of the processing requirement matrix. In 2014, Vakhania et al. [11] developed a \( q \)-absolute approximation algorithm that uses linear programming for \(|R|C_{\text{max}}\) with two distinct integral constants for processing times, which is abbreviated as \(|R|p_{i,j} \in \{p, q\}C_{\text{max}}\). To this date, for any \( k < 2 \), no \( k \)-approximation algorithm has been given for \(|R|p_{i,j} \in \{p, q, \infty\}C_{\text{max}}\).

Given two fixed positive integers \( p \) and \( q \), define \( A(p, q) = \{a \in \mathbb{Z}^+ \mid p \leq a \leq q\} \), where \( p \leq q \). Consider scheduling on UPMs when processing times are either from \( A(p, q) \) or \( p_{i,j} = \infty \). Denote this scheduling problem as \(|R|p_{i,j} \in A(p, q) \cup \{\infty\}C_{\text{max}}\). This problem is NP-hard, because the special case \(|R|p_{i,j} \in \{p, q\}C_{\text{max}}\) when \( q \neq 2p \) is NP-hard [5]. Note that this problem can also be shown to be NP-hard due to \(|R|p_{i,j} \in \{1, 2, \infty\}C_{\text{max}}\) being NP-hard [5]. This subclass encompasses numerous scheduling problems of interest where either we are interested in restricted processing times, or restricted assignment instances. In Section 2, we give a \((q/p)\)-approximation algorithm for this subclass of \(|R|C_{\text{max}}\).

2. \((q/p)\)-approximation algorithm for \(|R|p_{i,j} \in A(p, q) \cup \{\infty\}C_{\text{max}}\)

To begin, we present an algorithm that uses matching techniques. Our motivation is to exploit known polynomial-time solvable subclasses in order to develop polynomial-time algorithms that need not require linear programming. If we devise an algorithm for \(|R|p_{i,j} \in A(p, q) \cup \{\infty\}C_{\text{max}}\), then we have developed an approximation algorithm for a large set of pragmatic scheduling problems with restricted processing times, including \(|R|p_{i,j} \in \{1, 2, \infty\}C_{\text{max}}\) and \(|R|p_{i,j} \in \{p, q\}C_{\text{max}}\). The approximation algorithm we present as Algorithm 2 utilizes the polynomial-time solvability [5] of subclass \(|R|p_{i,j} \in \{1, \infty\}C_{\text{max}}\). A subroutine of Algorithm 2 is to determine in polynomial time if there is a schedule with makespan at most \( d \in \mathbb{Z}^+ \) for an instance of \(|R|p_{i,j} \in \{1, \infty\}C_{\text{max}}\), which we provide as Algorithm 1 and is based on the remarks of Lenstra et al. [5]. If there is a schedule with makespan at most \( d \), we say the deadline is “met”, and “not met” otherwise. If the deadline is met, Algorithm 1 also describes how to construct
the schedule.

**Algorithm 1.** Assume we are given an arbitrary \( m \times n \) processing requirement matrix \( \Psi = (\psi_{i,j}) \), and let \( d \in \mathbb{Z}^+ \) be a proposed deadline for the makespan of a feasible schedule \( X \). Create a bipartite graph \( G = (M \cup J, E) \) that consists of “machine vertices” \( M \) and “job vertices” \( J \). We say a machine vertex \( k \in M \) is of type \( i \) if it corresponds to machine \( i \). Each job vertex corresponds to a job. For each machine \( i \), create \( d \) machine vertices of type \( i \), and for each job \( j \), create a job vertex that corresponds to job \( j \). If \( \psi_{i,j} = 1 \), for each machine vertex \( k \) of type \( i \), create an edge \( \{k, j\} \). Find a maximum matching \( M_{\max} \) of \( G \) in polynomial time \([12]\), and if \( |M_{\max}| = n \), then there is a feasible schedule \( X \). To construct \( X \), consider each edge \( \{k, j\} \in M_{\max} \). For each edge \( \{k, j\} \in M_{\max} \), let \( x_{i,j} = 1 \), where machine vertex \( k \) is of type \( i \). Finally, if the makespan is at most \( d \), then the deadline is met. Otherwise, the deadline is not met.

It is straightforward to see that if all the job vertices are saturated in the maximum matching \( M_{\max} \) for some \( d \in \mathbb{Z}^+ \) in Algorithm 1, the deadline is met. So to obtain an optimal schedule, simply apply binary search to find the smallest \( d \), such that the deadline is met. This yields our approximation algorithm for \( R | p_{i,j} \in A(p, q) \cup \{\infty\} | C_{\max} \), given as Algorithm 2.

**Algorithm 2.** Create another \( m \times n \) processing requirement matrix \( \Psi = (\psi_{i,j}) \) as follows. For each entry \( p_{i,j} \neq \infty \), let \( \psi_{i,j} = 1 \), and \( \psi_{i,j} = \infty \) otherwise. Every entry of \( \Psi \) is either 1 or \( \infty \). Apply binary search over \([\lceil n/m \rceil, n]\) using Algorithm 1 to find an optimal schedule for \( \Psi \), then return the best assignment matrix \( X \) of \( \Psi \) found, and terminate.

Let’s show that this simple algorithm is a \((q/p)\)-approximation algorithm for \( R | p_{i,j} \in A(p, q) \cup \{\infty\} | C_{\max} \).

**Theorem 1.** Algorithm 2 is a \((q/p)\)-approximation algorithm for \( R | p_{i,j} \in A(p, q) \cup \{\infty\} | C_{\max} \).

**Proof.** Assume we are given an arbitrary instance of \( R | p_{i,j} \in A(p, q) \cup \{\infty\} | C_{\max} \). First, we show Algorithm 2 terminates in polynomial time. Algorithm 2 begins by creating from \( P \) a \( m \times n \) processing requirement matrix \( \Psi \) in \( \Theta(mn) \) steps. Then, Algorithm 2 finds an optimal assignment matrix \( X \) of \( \Psi \), which can be done in polynomial time \([5]\). An optimal schedule for \( \Psi \) can be found in \( O(\log_2(n)(mn)^{5/2}) \) steps. What remains to be shown is that the approximation factor of Algorithm 2 is \( q/p \).

Next, list the entries of \( A(p, q) \) as \( A(p, q) = \{z_1, \ldots, z_{|A(p, q)|}\} \). For \( b = 1, 2, \ldots, |A(p, q)| \), \( p \leq z_b \leq q \). Introduce a processing requirement matrix \( P' = (p'_{i,j}) \) that is \( P \) with rescaled job lengths \( p'_{i,j} \in \{z_1/p, z_2/p, \ldots, z_{|A(p, q)|}/p, \infty\} \). Denote an optimal schedule for \( P \) as \( S' \), where \( x'_{i,j} = 1 \) if job \( j \) is scheduled on machine \( i \). Let \( \alpha \) be a machine that completes last when we apply Algorithm 2. Call the schedule produced \( S' \), and denote its corresponding schedule with \( P' \) schedule as \( S' \). The makespan of schedule \( S' \) is

\[
\sum_{i=1}^{n} p'_{i,j} x_{i,j} = \sum_{b=1}^{A(p,q)} \sum_{p_{a,j} = z_b}^{n} (z_b/p) x_{a,j}.
\]

Each \( z_b \leq q \) and \( q/p \geq 1 \), so

\[
\sum_{b=1}^{A(p,q)} \sum_{p_{a,j} = z_b}^{n} (z_b/p) x_{a,j} \leq (q/p) \sum_{j=1}^{n} x_{a,j}.
\]

In an optimal schedule for \( P \), let machine \( \phi \) be a machine that is assigned the most jobs. Denote machine \( \beta \) as a machine that completes last for schedule \( S' \). Observe

\[
\sum_{j=1}^{n} x'_{d,j} \leq \sum_{j=1}^{n} p'_{\beta,j} x'_{\beta,j} = OPT(P)/p.
\]
Algorithm 2 then finds an optimal schedule for $\Psi$. The assignment of jobs for schedules $S$ and $S'$ are determined by the assignments made for $\Psi$. So, the algorithm produces a feasible schedule for which the maximum number of jobs assigned on each machine is minimized. Then it follows that

$$\sum_{j=1}^{n} x_{\alpha,j} \leq \sum_{j=1}^{n} x_{\phi,j},$$

and by (1)–(3),

$$\frac{(q/p)}{\sum_{j=1}^{n} x_{\alpha,j}} \leq \frac{(q/p)}{\sum_{j=1}^{n} x_{\phi,j}} \leq \frac{(q/p)}{(OPT(P)/p)}.$$ 

Thus, the makespan of schedule $S$ is

$$\sum_{i=1}^{n} p_{\alpha,i}x_{\alpha,i} \leq \frac{(q/p)}{OPT(P)}.$$ 

Therefore, this is a $(q/p)$-approximation algorithm for $R|p_{i,j} \in A(p,q) \cup \{\infty\}|C_{\text{max}}$.

Though the approximation factor of $q/p$ can be undesirable for any $p$ and $q$, it is of curiosity when $q/p \leq 2$. Algorithm 2 can guarantee a schedule with makespan for certain values of $p$ and $q$ better than twice the optimal makespan even better than the hardness of approximation result of 3/2 for $R||C_{\text{max}}$. For example if $p_{i,j} \in \{4,5\}$, then Algorithm 2 is a 5/4-approximation algorithm, and $5/4 < 3/2$. If $q/p > 2$, then one could instead apply known 2-approximation algorithms [5–7].

Since $R|p_{i,j} \in \{p,q,\infty\}|C_{\text{max}}$ and $R|p_{i,j} \in \{1,2,\infty\}|C_{\text{max}}$ are special cases of $R|p_{i,j} \in A(p,q) \cup \{\infty\}|C_{\text{max}}$ we obtain the following corollaries.

**Corollary 1.** Algorithm 2 is a $(q/p)$-approximation algorithm for $R|p_{i,j} \in \{p,q,\infty\}|C_{\text{max}}$.

**Corollary 2.** Algorithm 2 is a 2-approximation algorithm for $R|p_{i,j} \in \{1,2,\infty\}|C_{\text{max}}$.

### 3. Intractability results for subclasses of $R|p_{i,j} \in \{p,q,r\}|C_{\text{max}}$

The target of this section are scheduling problems on UPMs with three distinct processing times. This scheduling problem is a natural representation for scheduling jobs on UPMs with short, medium, and long types of processing times. One pragmatic special case of this subclass is $R|p_{i,j} \in \{1,2,3\}|C_{\text{max}}$, which is one of the simplest UPM scheduling models with three processing times. We open this section by giving a NP-complete problem [2] called the $r$-dimensional matching (rDM) problem.

**Problem 1** ($r$-dimensional matching (rDM)). Let $r > 2$. Let there be $r$ disjoint sets $A_1 = \{a_{1,1}, \ldots, a_{1,m}\}, \ldots, A_r = \{a_{r,1}, \ldots, a_{r,m'}\}$, and a family of $r$-sets $F = \{T_1, \ldots, T_{m'}\}$, where $|T_i \cap A_j| = 1$ for $i = 1, \ldots, m'$, and for $j = 1, \ldots, r$. Does $F$ contain a subfamily $F' \subseteq F$ called a $r$-dimensional matching (rDM), where $|F'| = n'$ and $\bigcup_{T \in F'} T = \bigcup_{t=1}^{r} A_t$?

An instance of the rDM problem is denoted as $(A_1, \ldots, A_r, F, m', n')$, where $A_1, \ldots, A_r$ are the disjoint $n'$-sets, $F$ is the family of $r$-sets, $m'$ is the number of $r$-sets in $F$, and $n'$ is the number of elements in each disjoint set.

In this section, we develop computational complexity results for subclasses of $R||C_{\text{max}}$ that have three distinct processing times, $R|p_{i,j} \in \{p,q,r\}|C_{\text{max}}$. In order to do so, we define this problem as a decision problem we call $\text{MAKESPANUPM.}\{p,q,r\}$. 


Problem 2 (MAKESPANUPM-\{p, q, r\}). Let there be three fixed positive integers \(p, q, r\), where \(p < q < r\). Given a \(m \times n\) processing requirement matrix \(P\) with processing times \(p_{i,j} \in \{p, q, r\}\), is there a schedule with makespan at most \(d\)?

An instance of MAKESPANUPM-\{p, q, r\} is a 4-tuple \((P, m, n, d)\), where \(P\) is a \(m \times n\) processing requirement matrix, \(m\) is the number of machines, \(n\) is the number of jobs, and \(d \in \mathbb{Z}^+\) is a proposed makespan to be met with a “yes” or “no” answer. Next, we show how to construct a MAKESPANUPM-\{p, q, r\} instance from an instance of the \(rDM\) problem in polynomial time.

**Construction 1.** Assume there are constants \(p, q, r \in \mathbb{Z}^+\), where \(p < q < r\). Given an instance \(I = (A_1, \ldots, A_r, F, n', m')\) of the \(rDM\) problem, where \(m' \geq n'\), we construct from \(I\) an instance \(I' = (P, m, n, d)\) of MAKESPANUPM-\{p, q, r\} in polynomial time. Create a \(m \times n\) processing requirement matrix \(P\), where \(m = m'\) and \(n = rn' + p(m' - n')\). There are two types of jobs: dummy jobs, and element jobs. A dummy job takes \(r\) time units on every machine. For each element in the disjoint sets, there is an element job. For \(1 \leq i \leq m'\), an element job takes \(p\) time units on machine \(i\) if element \(a_{ij} \in T_i\) of \(F\) and \(q\) time units otherwise, where \(1 \leq s \leq r\) and \(1 \leq t \leq n'\). Let \(rn'\) of the jobs be element jobs and \(p(m' - n')\) of the jobs be dummy jobs. Assign \(d = rp\). Such a processing requirement matrix \(P\) consists of elements \(p_{i,j} \in \{p, q, r\}\).

We now show a correspondence between the \(rDM\) problem and MAKESPANUPM-\{p, q, r\}. In particular, we show there is a \(rDM\) \(F'\) if and only if there is a schedule with makespan at most \(d = rp\). Our proof extends the correspondence presented by Lenstra et al [5] for two-valued subclasses \(R[p_{i,j} \in \{p, q\}]C_{max}\) when \(q \neq 2p\) to three-valued subclasses \(R[p_{i,j} \in \{p, q, r\}]C_{max}\) with \(p < q < r\).

**Lemma 3.1.** Assume \(m' \geq n'\). Given constants \(p, q, r \in \mathbb{Z}^+\) where \(p < q < r\), and \(rDM\) instance \(I = (A_1, \ldots, A_r, F, n', m')\), create MAKESPANUPM-\{p, q, r\} instance \(I' = (P, m, n, d)\) by applying Construction 1. There is a \(rDM\) \(F\) for \(I\) if and only if there exists a schedule for \(I'\) with makespan at most \(d = rp\).

**Proof.** First, let us show if there is a \(rDM\) for \(I\), then there is a schedule for \(I'\) with makespan at most \(d = rp\). In order to develop a feasible schedule for \(I'\), all the element jobs and dummy jobs need to be scheduled. Since there is a \(rDM\) \(F'\), each element job corresponds to a distinct element of \(A_1 \cup \cdots \cup A_r\). There are \(n'\) r-sets in \(F'\), each with \(r\) distinct elements. Each r-set in \(F'\) corresponds to a machine. So for each r-set of \(rDM\) \(F'\), if an element appears in the r-set, schedule its corresponding element job on the machine that corresponds to the r-set. Then \(n'\) machines have load \(rp\), and all the element jobs are scheduled. Exactly \((m' - n')\) remaining machines have load 0, and \(p(m' - n')\) dummy jobs are left. Schedule on each remaining machine \(p\) dummy jobs, and each machine will have load \(rp\). Thus, if there is a \(rDM\), then there is a schedule with makespan at most \(rp\).

Next, we show if there is a schedule for \(I'\) that has makespan at most \(d = rp\), then there is a \(rDM\) \(F'\) for \(I\). Suppose there is a schedule for \(I'\) with makespan at most \(rp\), but there does not exist a \(rDM\) \(F'\) for \(I\). In order to respect the makespan of \(rp\), \(p(m' - n')\) dummy jobs must be assigned to exactly \((m' - n')\) machines to take \(r\) time units each. This leaves \(n'\) machines and \(rn'\) element jobs in the schedule. By our assumption, at least one of the element jobs is assigned to the remaining \(n'\) machines and takes \(q\) time units, where \(q > p\). This implies either the schedule is infeasible, or the makespan of the schedule is at least \((r - 1)p + q > rp\), which is a contradiction. Thus, if there exists a schedule for \(I'\) that has makespan at most \(rp\), then there is \(rDM\) for \(I\).

Therefore, there is a \(rDM\) \(F'\) for \(I\) if and only if there is a schedule with makespan at most \(rp\) for \(I'\). \(\square\)

**Theorem 2.** \(R[p_{i,j} \in \{1, 2, 3\}]C_{max}\) is \(NP\)-hard.

**Proof.** Consider the decision variant of \(R[p_{i,j} \in \{1, 2, 3\}]C_{max}\), MAKESPANUPM-\{1, 2, 3\} (i.e. a special case of Problem 2). We show \(R[p_{i,j} \in \{1, 2, 3\}]C_{max}\) is \(NP\)-hard by proving that MAKESPANUPM-\{1, 2, 3\} is \(NP\)-complete.
To do this, we reduce from the 3DM problem (i.e., a special case of Problem 1), which is NP-complete [2]. Observe that the makespan can be computed in \(O(mn)\) steps, so \(\text{MAKESPANUPM-}\{1,2,3\} \in \text{NP}\). What remains to be shown is that \(3DM \leq_p \text{MAKESPANUPM-}\{1,2,3\}\).

First, let’s describe how to construct the \(\text{MAKESPANUPM-}\{1,2,3\}\) instance \(I' = (P,m,n,d)\) from any 3DM problem instance \(I = (A_1,\ldots,A_r,F,m',n')\) in polynomial time. If \(m' \geq n'\), apply Construction 1 with \(p = 1, q = 2,\) and \(r = 3\) to obtain \(I'\). By Lemma 3.1, if there is a feasible schedule for \(I'\) with makespan at most \(d = 3\), then there is a 3DM, and say “yes”. Otherwise if \(m' < n'\), or there does not exist a schedule for \(I'\) with makespan at most \(d = 3\), say “no”. Thus, \(3DM \leq_p \text{MAKESPANUPM-}\{1,2,3\}\), and \(\text{MAKESPANUPM-}\{1,2,3\}\) is NP-complete.

Therefore, \(R|p_{i,j} \in \{1,2,3\}|C_{\text{max}}\) is NP-hard.

Applying Lemma 3.1 for fixed values of \(p, q, r\), we obtain the subsequent results from the argument for Theorem 2.

**Corollary 3.** \(R|p_{i,j} \in \{1,2,4\}|C_{\text{max}}\) is NP-hard.

**Corollary 4.** Define constants \(p, q, r \in \mathbb{Z}^+\), where \(p < q < r\). The scheduling problem \(R|p_{i,j} \in \{p,q,r\}|C_{\text{max}}\) is NP-hard.

### 4. 3/2-approximation algorithm for \(R|p_{i,j} \in \{1,2,3\}|C_{\text{max}}\)

In Section 3, we showed \(R|p_{i,j} \in \{1,2,3\}|C_{\text{max}}\) is NP-hard. This gives us motivation to develop an approximation algorithm for this scheduling problem. Our goal is to develop a simple to implement algorithm that employs matching techniques as opposed to linear programming. We show that for this subclass, there exists an approximation algorithm that has an approximation factor that matches the hardness of approximation results of \(R|C_{\text{max}}\). This result is the first of its kind for a NP-hard scheduling problem on UPMs with three different processing times. First, we present our algorithm as Algorithm 3, which adapts a known polynomial-time solvable result by Lenstra et al. [5] for \(R|p_{i,j} \in \{1,2\}|C_{\text{max}}\). Note that in 2014, Vakhania et al. [11] also gave a polynomial-time algorithm that uses linear programming for \(R|p_{i,j} \in \{1,2\}|C_{\text{max}}\). Similar linear programming techniques have also been applied in the study of geometric graphs (see [13, 14]).

**Algorithm 3.** Construct a new \(m \times n\) processing requirement matrix \(P'\) that will be an instance of \(R|p_{i,j} \in \{1,2\}|C_{\text{max}}\). For \(i = 1,\ldots,n\) and \(j = 1,\ldots,m\), if \(p_{i,j} > 2\), then \(p'_{i,j} = 2\). Otherwise, let \(p'_{i,j} = p_{i,j}\). The result is an instance of the makespan problem on UPMs with processing times \(p_{i,j} \in \{1,2\}\). Next, find an optimal schedule for \(P'\), which can be done in polynomial time [5], and call its assignment matrix \(X\). Return the assignment matrix \(X\), then terminate.

Next, we show that Algorithm 3 is a 3/2-approximation algorithm for \(R|p_{i,j} \in \{1,2,3\}|C_{\text{max}}\).

**Theorem 3.** Algorithm 3 is a 3/2-approximation algorithm for \(R|p_{i,j} \in \{1,2,3\}|C_{\text{max}}\).

**Proof.** Suppose we are given an arbitrary \(m \times n\) processing requirement matrix \(P\) with processing times \(p_{i,j} \in \{1,2,3\}\). First we show that Algorithm 3 terminates in polynomial time. To begin, Algorithm 3 constructs \(P'\) in at most \(\Theta(mn)\) steps. Next, the algorithm finds an optimal schedule for \(P'\) in polynomial time [5]. The algorithm terminates after returning the resulting assignment matrix \(X\), so Algorithm 3 terminates in polynomial time. Now we show that Algorithm 3 when applied to any instance of \(R|p_{i,j} \in \{1,2,3\}|C_{\text{max}}\) always produces a feasible schedule, and has approximation factor 3/2.

Consider the assignment matrix \(X\) returned as a result of Algorithm 3, call its corresponding schedule \(S\). Also, let \(S^*\) be an optimal schedule for \(P\), and its associated assignment matrix be \(X^*\). Since an optimal schedule for \(P'\) is found, the schedule \(S\) produced by Algorithm 3 is feasible. Let \(\alpha\) be a machine that finishes last in the schedule...
produced by Algorithm 3. Also, let \( \beta \) be a machine that finishes last in schedule \( S' \). Since \( X \) consists of assignments that correspond to an optimal schedule for \( P' \),
\[
\sum_{j=1}^{n} p'_{\alpha,j} x_{\alpha,j} \leq \sum_{j=1}^{n} p_{\beta,j} x_{\beta,j} = OPT(P)
\]  
(4)

Each entry in \( P \) that is 3 time units is replaced with 2 time units in \( P' \) by Algorithm 3. By (4), the makespan of the schedule \( S \) is
\[
\sum_{j=1}^{n} p_{\alpha,j} x_{\alpha,j} \leq \sum_{j=1}^{n} ((3/2)p'_{\alpha,j}) x_{\alpha,j} = (3/2) \sum_{j=1}^{n} p'_{\alpha,j} x_{\alpha,j} \leq (3/2) \cdot OPT(P).
\]

Therefore, Algorithm 3 is a \( 3/2 \)-approximation algorithm.

Consider \( R|p_{i,j} \in \{1, 2, 4\}|C_{\text{max}} \). It is straightforward to see that an argument similar to the one given for Theorem 3 yields the following result for \( R|p_{i,j} \in \{1, 2, 4\}|C_{\text{max}} \).

**Corollary 5.** Algorithm 3 is a 2-approximation algorithm for \( R|p_{i,j} \in \{1, 2, 4\}|C_{\text{max}} \).

The approximation factor of Algorithm 3 for \( R|p_{i,j} \in \{1, 2, 4\}|C_{\text{max}} \) is on par with the best known for \( R||C_{\text{max}} \).

**5. Conclusion**

As a consequence of this work, an open problem stands for the \( NP \)-hard subclass \( R|p_{i,j} \in A(p, q) \cup \{\infty\}|C_{\text{max}} \), and many of its \( NP \)-hard special cases, such as \( R|p_{i,j} \in \{p, q\}|C_{\text{max}} \) and \( R|p \leq p_{i,j} \leq q|C_{\text{max}} \). Since there exists a \((q/p)\)-approximation algorithm for the \( NP \)-hard subclass \( R|p_{i,j} \in A(p, q) \cup \{\infty\}|C_{\text{max}} \), the hardness of approximation results for \( R||C_{\text{max}} \) do not apply when \( q/p < 3/2 \). The fact that \( R|p_{i,j} \in A(p, q) \cup \{\infty\}|C_{\text{max}} \) does not apply to the general hardness of approximation result for \( R||C_{\text{max}} \) may indicate that a PTAS exists. Is there a PTAS for \( R|p_{i,j} \in A(p, q) \cup \{\infty\}|C_{\text{max}} \)? If there is no PTAS for this subclass, are there any non-trivial hardness of approximation results for \( R|p_{i,j} \in A(p, q) \cup \{\infty\}|C_{\text{max}} \)?

Another avenue of research that has not yet been investigated in the literature thoroughly is the makespan problem on UPMs with three distinct processing times, denoted as \( R|p_{i,j} \in \{p, q, r\}|C_{\text{max}} \). Currently there is little in the literature on this subclass of \( R||C_{\text{max}} \). Also, is there an approximation algorithm with approximation factor better than \( 3/2 \) for \( R|p_{i,j} \in \{1, 2, 3\}|C_{\text{max}} \) that does not utilize linear programming, but instead, matching techniques?

By considering the general \( NP \)-hard subclass \( R|p_{i,j} \in A(p, q) \cup \{\infty\}|C_{\text{max}} \), we developed an efficient \((q/p)\)-approximation algorithm that can guarantee feasible schedules with makespan closer to optimal using basic matching techniques than the best known results whenever \( q/p \leq 2 \). We also extended the known intractability results from two distinct processing times to three distinct processing times. We hope our contributions will motivate researchers to pursue more \( NP \)-hard subclasses and tractable subclasses of the makespan problem on UPMs with restricted processing times.
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